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vBackground
Medical segmentation, crucial for diagnosis, treatment, and 
radiotherapy planning, relies on substantial annotated datasets. 
However, creating large-scale 3D medical datasets with per-voxel 
annotations is impractical using conventional methods due to the 
high cost and time involved. Consequently, publicly available 
datasets for multi-organ segmentation are: 
vLimited in dataset size

vRestricted annotation sizes

WORD
AbdomenCT-1K

AMOS

BTCV
Pancreas-CT

CHAOS
LiTS
KiTS

MSD-Lung
MSD-Pancreas

MSD-HepaticVessel
MSD-Spleen

CT-ORG

MSD-Colon

sp
le

en
rig

ht
 k

id
ne

y
le

ft 
ki

dn
ey

ga
ll 

bl
ad

de
r

liv
er

st
om

ac
h

ao
rta

po
st

ca
va

es
op

ha
gu

s
po

rta
l &

 sp
le

ni
c 

ve
in

pa
nc

re
as

rig
ht

 a
dr

en
al

 g
la

nd
le

ft 
ad

re
na

l g
la

nd
du

od
en

um
he

pa
tic

 v
es

se
l

rig
ht

 lu
ng

le
ft 

lu
ng

co
lo

n
in

te
st

in
e

re
ct

um
bl

ad
de

r
pr

os
ta

te
le

ft 
he

ad
 o

f f
em

ur
rig

ht
 h

ea
d 

of
 fe

m
ur

ce
lia

c 
tru

nkno annotation
source annotations
AbdomenAtlas-8K annotations

vDataset Properties 
AbdomenAtlas-8K was a composite dataset that unified datasets 
from 26 different hospitals worldwide. In total, over 60.6 × 109

voxels were annotated in comparison with 4.3 × 109 voxels 
annotated in the public datasets. We scaled up the organ annotation 
by a factor of 15 
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vActive Learning
Uncertainty and diversity are key criteria in active learning. 
Our active learning considers anatomical priors, AI prediction 
uncertainty, and data diversity. It focuses on prospective 
applications, and the criteria produce an attention map for 
precise detection of high-risk prediction errors.
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vBenchmarking Results

This study is a concrete demonstration of how AbdomenAtlas-
8K can be used to train AI models that can be generalized to 
many CT volumes from novel hospitals and be adapted to 
address a range of clinical problems.

We applied four AI models trained on the AbdomenAtlas-8K 
(public) directly to the JHH dataset (unseen, private) and 
compared their performance with AI models trained on JHH. 


